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Abstract 
Mengaplikasikan metode Naïve Bayes dilakukan dengan harapan dapat memprediksi adanya 
keterlambatan dalam pembayaran SPP. Adanya system tersebut sebagai jalan alternative apabila 
terjadi berbagai problema lain terkait keterlambatan pembayaran untuk sekolah. Maka pihak 
sekolah perlu memperoleh berbagai informasi terkait prediksi keterlambatan pembayaran SPP 
sehingga dapat mengambil tindakan alternative berbentuk pembinaan siswa-siswi atau orang tua 
yang diprediksi akan mengalami keterlambatan dalam pembayaran SPP. Hasil penelitian ini 
menunjukkan bahwa staf dapat menginput data dengan lebih cepat di masa depan. Mereka juga 
dapat memproses klasifikasi keterlambatan pembayaran SPP dengan metode Naive Bayes, yang 
akan mencegah kesalahan dalam menentukan keterlambatan pembayaran siswa. Hasil tes 
Confusion Matrix menunjukkan jumlah False Positive sebanyak 2, True Positive sebanyak 11, dan 
False Negative sebanyak 5. Dengan demikian, tingkat akurasi Algoritma Naive Bayes adalah 76,66%. 
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1. INTRODUCTION 
Keterlambatan pembayaran SPP siswa menjadi masalah baru di lapangan. Ini karena 

pembayaran SPP adalah sumber dana tetap untuk meningkatkan kualitas pendidikan di 
sekolah (Syabaniah et al., 2020). Sekitar 60% dari 485 siswa pada tahun ajaran 2022/2023 
mengalami keterlambatan pembayaran SPP, menurut data dari bagian keuangan Tata Usaha 
Sekolah. Untuk mengurangi keterlambatan pembayaran SPP siswa, petugas TU harus 
membuat prediksi yang dapat membantu dalam rangka mengetahui lebih jelas tentang hal-
hal yang dapat mempengaruhi keterlambatan pembayaran SPP dan membantu memberikan 
solusi kepada siswa yang terlambat melakukan pembayaran SPP (Alfiansyah & Soetanto, 
2024). 

Perkembangan teknologi informasi dan penerapan data mining dalam dunia 
pendidikan membuka peluang besar dalam pengambilan keputusan berbasis data (Rao, 
2024). Data administratif sekolah, khususnya data keuangan siswa, menyimpan informasi 
penting yang dapat dianalisis untuk menemukan pola – pola tertentu (Chen, 2024). Salah 
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satu permasalahan yang dapat dikaji melalui pendekatan ini adalah keterlambatan 
pembayaran SPP oleh siswa. Dengan memanfaatkan teknik  machine learning , sekolah tidak 
hanya bergantung pada pendekatan reaktif, tetapi dapat beralih pada pendekatan prediktif 
yang mampu mengidentifikasi potensi keterlambatan pembayaran sejak dini berdasarkan 
karakteristik siswa dan kondisi tertentu (Ijomah et al., 2024). 

Metode klasifikasi merupakan salah satu teknik dalam  machine learning  yang banyak 
digunakan untuk memprediksi suatu kondisi atau kejadian di masa mendatang (Sihombing 
& Yuliati, 2021). Naive Bayes adalah algoritma klasifikasi yang berbasis probabilistik dan 
Teorema Bayes, dengan asumsi independensi antar atribut (Purnomo et al., 2025; 
Wickramasinghe & Kalutarage, 2021). Algoritma ini dikenal memiliki keunggulan dalam 
kesederhanaan perhitungan, efisiensi komputasi, serta performa yang cukup baik meskipun 
digunakan pada dataset dengan jumlah data yang terbatas (Darmayanti & Fajri, 2024). Oleh 
karena itu, Naive Bayes dinilai relevan untuk diterapkan dalam memprediksi keterlambatan 
pembayaran SPP dengan memanfaatkan atribut-atribut seperti latar belakang ekonomi 
siswa, pekerjaan orang tua, jumlah tanggungan keluarga, serta riwayat pembayaran 
sebelumnya (Alfi, 2020). 

Dengan adanya sistem prediksi keterlambatan pembayaran SPP berbasis Naive Bayes, 
pihak sekolah khususnya Tata Usaha bagian keuangan dapat memperoleh informasi yang 
lebih akurat dan objektif terkait siswa yang berpotensi mengalami keterlambatan 
pembayaran. Hasil prediksi ini diharapkan dapat menjadi dasar dalam penyusunan 
kebijakan, seperti pemberian dispensasi, pendekatan persuasif kepada orang tua, maupun 
perencanaan strategi keuangan sekolah secara lebih efektif. 

 
2. LITERATURE REVIEW 

Naive Bayes adalah algoritma klasifikasi berdasarkan nilai probabilitas sederhana 
untuk menghitung sekelompok data dengan cara menjumlah berbagai frekkuensi dengan 
kombinasi dengan berbagai data yang telah diberikan (Oktavianto et al., 2024). Algoritma 
naïve bayes berasumsikan berbagai atribut yang tidak memiliki keterkaitan sehingga 
disajikan terhadap variabel kelas atau independen (Xu, 2018). Sedangkan pendapat lain 
mengungkapkan bahwa Naive bayes sebagai klasifikasi atas probabilitas serta statistik yang 
disampaikan oleh ilmuwan inggris yakni Thomas Bayes dengan melakukan prediksi atas 
berbagai pelung dimasa depan dengan berlandaskan pengalaman sebelumnya (Gowda et al., 
2022). 

Teori naive bayes disandarkan atas berbagai asumsi yang menyedehanakan apabila 
nilai atribut akan secara bebas apabila disajikan nilai output dengan kondisional, yakni 
probabilitas nilai output akan melakukan pengamatan secara bersama-sama dengan 
probabilitas terhadap individu (Mishra et al., 2022), adapun keuntungan menggunakan 
metode naive bayes yakni metode tersebut hanya membutuhkan data percobaan yang kecil 
dalam menentukan estimasi pengukuran yang dibutuhkan dalam proses pengelompokkan , 
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metode naive bayes seringkali berkerja lebih baik dalam berbagai situasi dengan yang 
diharapkan (Abellán & Castellano, 2017; Jiang et al., 2019; Moral-García et al., 2024; Zhang et 
al., 2023). 

Persamaan algoritma teori bayes sebagai berikut : 

𝑃(𝐻/𝑋) =
𝑃(𝑋/𝐻). 𝑃(𝐻)

𝑃(𝑋)
 

 
Dimana: 
P(H|X) : Probabilitas kejadian H terjadi, diberikan X telah terjadi 
P(X|H) : Probabilitas kejadian X terjadi, diberikan H telah terjadi 
P(H) : Probabilitas awal atau prior kejadian H 
P(X) : Probabilitas awal atau prior kejadian X 
 
Confusion Matrix berupa metode yang diaplikasikan dalam menjalankan perhitungan 

berkonsep data mining sehingga dapat diperoleh berbagai informasi sebagai bahan 
perbandingan hasil yang dikelompokkan terhadap perkiraan dengan hasil data yang aktual 
(Abid Salih & Abdulazeez, n.d.; Cao-Van et al., 2024; Dangi et al., 2022). Terdapat empat 
istilah representasi klasifikasi dalam Confusion Matrix: Positive True (TP), True Negative 
(TN), False Positive (FP), dan False Negative (FN). Tabel 1 menunjukan penjelasan hasil 
klasifikasi. 

Tabel 1. Confusion Matrix 
Kondisi Sebenarnya Hasil Klasifikasi 

Terlambat Membayar Tidak Terlambat 

TERLAMBAT 
MEMBAYAR 

True positives False negatives 

TIDAK TERLAMBAT False positives True negatives 

 
Berdasarkan pada tabel 1 dapat diartikan sebagai berikut : 

a) True Positive (TP) adalah ketika hasil klasifikasi sama dengan kondisi 
sebenarnya Terlambat Membayar 

b) True Negative (TN) adalah ketika hasil klasifikasi sama dengan kondisi 
sebenarnya Tidak Terlambat 

c) False Positive (FP) adalah ketika hasil klasifikasi Terlambat Membayar 
sedangkan kondisi sebenernya adalah Tidak Terlambat 

d) False Negatif (FN) adalah ketika hasil klasifikasi Tidak Terlambat sedangkan 
kondisi sebenarnya adalah Terlambat Membayar 

Rumus dari tiap peformasi pemilihan yakni : 
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Accuracy (Akurasi) =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑁
 

Precision (Presisi) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Recall (Sensitivitas) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
3. METHOD 

Adapun tahapan penelitian yang akan dilaksanakan dapat dilihat pada gambar 1. 
Penjelasan dari Gambar 1 adalah sebagai berikut. 

1. Pendefinisian masalah. Pendefinisian masalah berisikan uraian tentang 
permasalahan yang dijadikan bahan acuan dalam penelitian ini. 

2. Studi pustaka. Pencarian teori yang dibutuhkan melalui berbagai sumber buku, 
jurnal dan berbagai hal lainnya yang berkaitan dengan permasalahan dalam 
penelitian. 

3. Observasi. Observasi digunakan untuk mengamati secara langsung kejadian yang 
berkaitan dengan progress pendataan pembayaran SPP.  

4. Wawancara. Wawancara digunakan untuk memperoleh berbagai data atau 
berbagai informasi secara langsung atas narasumber yang berkompoten 
dibidangnya. 

5. Analisa. Analisa kebutuhan berbentuk sebuah metode yang dapat diterapkan 
setelah mengumpulkan berbagai data terkait perihal permasalahan yang di 
angkat dalam menyelesaikan tugas akhir ini. 

6. Naive Bayes. Metode ini menggunakan teknik sederhana untuk pengklasifikasian 
probabilitas yang menghasilkan sekumpulan probabilitas dengan 
menggabungkan frekuensi dan kombinasi nilai dari kumpulan data yang 
diberikan.  

7. Kesimpulan. Dalam tahap kesimpulan, sebagai tahapan akhir atas penelitian ini, 
yang berisikan berbagai hasil data penelitian beserta pengujian yang telah 
dilaksanakan. 

 
Gambar 1. Metode Penelitian 
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4. RESULTS and DISCUSSION 
Penelitian dilakukan melalui pendataan Pembayaran Sumbangan Pembinaan 

Pendidikan di SMK Nahdlatuth Thalabah. Metode pengumpulan data termasuk wawancara 
dan observasi. 

Tabel 2. Data Siswa 
No Nama Siswa Pendapatan Pendidikan Usia Tanggungan 

Anak (Masa 
Sekolah) 

Status Kelas 

Ayah  Ayah Ayah Terlambat Tepat 
Waktu 

1 Abdur Rohim Kurang dari 
Rp. 500,000  

S1 53 2  Tepat 
Waktu 

2 Achmad Mufti 
Dliyaur Rohman 

Rp. 1,000,000-
Rp. 1,999,999 

SMP 50 2  Tepat 
Waktu 

3 Adis Beliana 
Punry 

Rp. 1,000,000-
Rp. 1,999,999 

SMA 48 2 Terlambat  

4 Afifatun Nailal 
Muna 

Rp. 500,000-
Rp. 999,999 

SD 43 2  Tepat 
Waktu 

5 Agus Dwi 
Jatmiko 

Rp. 500,000-
Rp. 999,999 

SD 50 2  Tepat 
Waktu 

6 Ainun Rifa 
Masruroh 

Rp. 500,000-
Rp. 999,999 

SMA 60 3  Tepat 
Waktu 

7 Aisyah Rahma Rp. 500,000-
Rp. 999,999 

SMA 48 3 Terlambat  

8 Alisatul 
Mukaromah 

Kurang dari 
Rp. 500,000  

S1 54 2  Tepat 
Waktu 

9 Alvina Dwi 
Rohani 

Rp. 1,000,000-
Rp. 1,999,999 

SMP 51 2  Tepat 
Waktu 

10 Ananda Ayu 
Fatmawati 

Rp. 1,000,000-
Rp. 1,999,999 

SMA 46 2 Terlambat  

 
Data yang diperoleh dari observasi dan wawancara menunjukkan bahwa pembayaran 

Sumbangan Pembinaan Pendidikan (SPP) di SMK Nahdlatuth Thalabah masih banyak yang 
tertunda. Proses seleksi masih dilakukan secara manual, dengan menilai catatan di kertas 
berdasarkan beberapa kriteria, seperti pendidikan orang tua, penghasilan orang tua, dan 
tanggung jawab orang tua. 

Setiap atribut memiliki bobot nilai, seperti terlihat pada tabel 3, dimana terdapat tiga 
buah atribut utama yaitu Pendidikan, Tanggungan, dan Penghasilan. Pembobotan diisi 
dengan nilai antara 0 – 1, jika semakin tinggi nilai maka semakin tidak mempunyai pengaruh. 

Berdasarkan tabel 3 atribut Pendidikan memperoleh Bobot 1 atau kurang 
mempengaruhi proses klasifikasi keterlambatan pembayaran, untuk Atribut Tanggungan 
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memperoleh Bobot 0,75 yang berarti penting atau berpengaruh dalam proses keterlambatan 
pembayaran, sedangkan Atribut Penghasilan memperoleh Bobot 0,5 yang berarti sangat 
mempengaruhi dalam proses klasifikasi keterlambatan pembayaran. Setiap atribut masing – 
masing memiliki sub atribut yang juga nanti mempengaruhi, dijelaskan pada tabel 4 sampai 
tabel 6. 

Tabel 3. Pembobotan Atribut 
No Atribut Bobot 

1 Pendidikan 1 

2 Tanggungan 0,75 

3 Penghasilan 0,5 

Tabel 4. Pembobotan Pendidikan 
Pendidikan Bobot 

TSD 0 

SD 1 

SMP 2 

SMA 3 

S1 4 

 
Tabel 4 merupakan penjelasan dari pembobotan sub-atribut Pendidikan, kemudian 

diurutkan dari bobot terbesar yaitu S1 memiliki bobot 4 yang berarti sangat mempengaruhi 
proses klasifikasi keterlambatan pembayaran, kemudian SMA memiliki bobot 3 dan SMP 
memiliki bobot 2 yang berarti penting atau berpengaruh dalam proses klasifikasi 
keterlambatan pembayaran, sedangkan SD memiliki Bobot 1 yang berarti sangat 
mempengaruhi dalam proses klasifikasi keterlambatan pembayaran. 

Tabel 5 adalah pembobotan untuk atribut Tanggungan, dimana memiliki 3 kriteria 
dalam mengklasifikasi data yaitu tanggungan 1 orang, memiliki bobot nilai 0, tanggungan 2 
orang memiliki bobot nilai 1, tanggungan 3 orang memiliki bobot nilai 2 yang berarti sangat 
berpengaruh dalam proses klasifikasi keterlambatan pembayaran. 

Tabel 5. Pembobotan Tanggungan 
Tanggungan Anak Bobot 

1 0 
2 1 
3 2 

Tabel 6. Pembobotan Penghasilan 
Penghasilan Bobot 
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Tidak Berpenghasilan 0 

Kurang dari Rp. 500,000 1 

Rp. 500,000-Rp. 999,999 2 

Rp. 1,000,000-Rp. 1,999,999 3 

 
Tabel 6 menjelaskan bahwa Atribut Penghasilan memiliki 4 kriteria dalam 

mengklasifikasi data yaitu penghasilan kurang dari 500.000 memiliki bobot nilai 1, 
penghasilan 500,000-999,999 memiliki bobot nilai 2, penghasilan kurang dari 1,000,000-
1,999,999 memiliki bobot nilai 3 serta jika penghasilan lebih dari tidak berpenghasilan maka 
bobot nilai yang diperoleh adalah 0 yang berarti sangat tidak berpengaruh dalam proses 
klasifikasi data keterlambatan pembayaran. 

Salah satu cara untuk melihat kinerja model klasifikasi adalah dengan menggunakan 
Confusion Matrix. Hasil dari proses klasifikasi dataset yang ditunjukkan pada tabel 2 dapat 
diubah menjadi tabel Konflik Matriks yang ditunjukkan pada tabel 7. 

Tabel 7. Pengujian Confusion Matrix 
Record Pridicated :Tepat 

Waktu 

Predicated: 

Terlambat 

Total 

Actual: Tepat Waktu TP = 12 FN = 5 P = 17 

Actual: Tepat Waktu FP = 2 TN = 11 N = 13 

Total P = 14 N = 16 P+N = 30 

 
Sensitivity, Specificity, Precission, dan Accuracy dapat dihitung untuk mengukur 

kinerja metode klasifikasi Naive Bayes berdasarkan tabel 7. 
 

Sensitivity (Sencitivitas) =
𝑇𝑃

𝑃
=

12

17
= 0,705 

Specificity (Spesifikasi) =
𝑇𝑁

𝑁
=

11

13
= 0,846 

Precision (Presisi) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=  

12

12 + 5
=  

12

17
= 0,705 

Accuracy (Akurasi) =
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
𝑥 100% =

12 + 11

14 + 16
𝑥 100% =  

23

30
𝑥 100% = 76,66% 

 
Berdasarkan perhitungan di atas, ditemukan bahwa jumlah True Negative 11, jumlah 

False Positive 2, jumlah True Positive 12 dan False Negative 5 diperoleh. Dengan demikian, 
tingkat akurasi yang diperoleh untuk klasifikasi warga menggunakan Algoritma Naive Bayes 
adalah 76,66%. 
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Pada tahap ini, pengujian sistem akan dilakukan untuk memastikan bahwa perangkat 
lunak yang dibuat dapat digunakan sesuai dengan standar tertentu. Pengujian sistem adalah 
langkah terpenting, dan bertujuan untuk menemukan kesalahan atau kekurangan dalam 
perangkat lunak. 

Tabel 8. Pengujian Sistem 
No Imput 

Evant 
Fungsi Hasil Sistem Hasil 

Uji 
1 Login Langkah awal untuk mengakses ke Form 

Data Testing 
Ditampilkan Form Data 
Testing 

Sesuai 

2 Bobot Untuk menampilkan Form Bobot Ditampilkan Form Bobot Sesuai 

3 Atribute Untuk menampilkan Form Menu 
Attribute 

Ditampilkan Form 
Attribute 

Sesuai 

4 Training Untuk menampilkan Form Data Training Ditampilkan Form Data 
Training 

Sesuai 

5 Testing Untuk menampilkan Form Data Testing Ditampilkan Form Data 
Testing 

Sesuai 

6 Report Untuk menampilkan Form Report Ditampilkan Form Report Sesuai 
7 User Untuk menampilkan Form User Ditampilkan Form User Sesuai 

 
5. CONCLUSION 

Dengan adanya aplikasi kedepannya para Staff menjadi lebih cepat dalam input data, 
serta memproses klasifikasi keterlambatan pembayaran SPP. Menggunakan metode Naïve 
Bayes dalam aplikasi keterlambatan pembayaran SPP ini untuk menghindari terjadinya 
kesalahan dalam menentukan siswa keterlambatan pembayaran SPP. Dari hasil test 
Confusion Matrix, maka diperoleh jumlah True Negative sebanyak 11, dan False Positive 
sebanyak 2. Hasil True Positive sebanyak 12, dan False Negative sebanyak 5. Maka tingkat 
akurasi yang diperoleh menggunakan Algoritma Naïve Bayes sebesar 76,66%. Adanya 
Aplikasi Naïve Bayes ini, Para Staff bisa dapat menyimpan laporan data siswa dengan 
terstruktur baik soft copy maupun hard copy. Dan aplikasi Naïve Bayes ini bisa digunakan 
di berbagai platform manapun sehingga memudahkan Staff untuk menginput data,bisa 
digunakan pada browser di Hp, Laptop dan nanti akan ada instruksi untuk menginstal di 
android atau di desktop yang akan digunakan. 
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